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Abstract

 

This report reviews and organizes research about novice programmers. Over the past two decades, many aspects of 
novice programming have been investigated, resulting in the discovery of important facts and tradeoffs about what 
makes programming difficult to learn, and about the effectiveness of existing languages, environments, and methods 
of instruction. However, because this research is dispersed throughout the literature, it is difficult for designers of new 
programming systems to consider all of the issues collectively. The result is that most new systems are built primarily 
around technical objectives, perhaps considering only a subset of the usability issues summarized here. In addition to 
providing a checklist of issues that should be considered in the design of future systems, this report can be used to 
help researchers identify fruitful topics of future novice programming research.
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1. Introduction

 

This report summarizes research about novice programming. Over the past twenty years many 
research studies have discovered useful information about novice programmers, and identified 
good and bad aspects of today’s programming systems
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, both visual and textual. However, this 
body of research is widely distributed throughout the literature and is not well organized, making 
it difficult to use in guiding the design of new systems. The result is that these research results 
generally have not been systematically fed back into the design of new programming systems. 
Instead, the design of new languages and environments has most often been driven by technical 
objectives, such as ease of parsing, ease of generating fast code, closeness to the machine, ease of 
proving correctness, etc. Even systems that were designed for novice users or for teaching have 
not attempted to broadly survey this body of research before making critical decisions about the 
metaphor or model that the language is based on, the notation that is used in the language, and the 
environment. For example, the Turing language [Cordy 1992] was designed, in part, as a teaching 
language for children, with attempts to resolve perceived difficulties with Pascal. However, the list 
of perceived difficulties is focused primarily on missing features: lack of string handling facilities, 
type-safe variant records, modularity, concurrency, and type-safe compilation.

The focus of this report is research about the novice programmer. Research that compares novices 
and experts is included, but research that focuses exclusively on experts is not included here 
unless it offers general insight into all programmers. Of course, many of the issues mentioned 
here are applicable to experts as well.

Inspired by the Smith & Mosier user interface guidelines [Smith 1986b], we have gathered and 
organized this information so that it can be used in the design of new programming systems. The 
information is organized into topics that span the issues that researchers have explored. While the 
topics are interrelated in many ways, we have organized them using a subset of the usability prin-
ciples called

 

 heuristics

 

 defined by the 

 

Heuristic Evaluation

 

 usability engineering method [Nielsen 
1994]:

 

2

 

• Visibility of system status.
• Match between system and the real world.
• User control and freedom.
• Consistency and standards.
• Recognition rather than recall.
• Aesthetic and minimalist design.
• Help users recognize, diagnose, and recover from errors.
• Help and documentation.

Each of these heuristics is represented by a section of this document. The introduction to each sec-
tion contains Nielsen’s definition of the heuristic, followed by our interpretation of the heuristic in 
the domain of novice programming. Following each introductory section are topics summarizing 
the novice programming issues that fall into the heuristic. 

 

1. In this report, 

 

system

 

 will be used to mean the programming language as well as the programming envi-
ronment (set of tools) in which programs are developed.

2. Note that, although this report adopts a subset of the usability

 

 principles 

 

defined in [Nielsen 1994], it does 
not make use of the usability engineering 

 

method

 

 that is described there.
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2. Definitions

 

Beacon A common code fragment that serves to indicate the probable presence of a 
certain high-level operation.

Environment The collection of tools used in viewing, constructing, running, and debug-
ging programs.

Expressiveness A measure of the ease in translating a plan into a program. A high-level 
language is more expressive than assembly language.

Guiding Knowledge A description of everything a naive user needs to know about the system. 
This can be the contents of a manual, tutorial, or verbal instructions.

Heuristics A set of recognized usability principles from [Nielsen 1994].

Inner World The details of programming that are not directly related to the high level 
task, such as variable declarations.

Locality A measure of the proximity of related items, e.g. the declaration and use 
sites of a variable.

Match-mismatch A phenomenon where different notations are better depending on the task. 
Performance is best when the structure of the information sought matches 
the structure of the notation. Mismatch leads to poor performance.

Metaphor An real world system that the programmer can use as a reference for how 
the programming system will work. For example, a stack of dishes is a met-
aphor for the stack data structure; a variable is often described as a box.

Natural Language A language that originated in human spoken form, e.g. English.

Notation The symbols of a programming language and the syntactic rules for com-
bining them into a program. 

Plan A high-level mental strategy for accomplishing a particular programming 
goal. In order for the plan to be implemented, it must be elaborated and 
translated into the programming language.

Secondary Notation Information that is embedded in the program text that is not part of the syn-
tactic structure that is meaningful to the system. For example, comments 
and indentation are forms of secondary notation in most systems.
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Signalling A secondary notation that uses color and typographic styles to emphasize 
certain ideas or to clarify the organization of the program. For example, 
keywords are often shown in boldface or a different color than surrounding 
text.

Superlativism An expectation that a particular kind of programming system is superior to 
another for all programming tasks. Some people expect superlativism of 
functional languages over imperative languages.

Viscosity A measure of how much effort is required to make a small change to the 
program, e.g. how difficult it is to change a conditional into a loop.

Visibility A measure of how much effort is required to expose desired information.
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3. Organization of this Document

 

Each novice programming usability topic is formatted like this page into a number of parts. The 
first line contains the item number and title of the issue described. It is followed by a prose 
description of the issue, definition of terminology, implications or guidelines, and motivations.

Context of Use: This area indicates where the issue applies, such as notation, metaphor, 
environment, education, etc.

Justified by: This area lists how these findings were determined, such as through formal 
human-factors empirical studies, observation of individual users, or the 
opinion of experts.

Examples: This area contains positive and/or negative examples of this issue.

Exceptions: This area lists exceptions to any guidelines suggested above.

Cross References: This area lists any other related issues with their section numbers.

References: This area contains the full list of references for this section; they are also 
embedded above where appropriate.
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4. Visibility of System Status

 

“The system should always keep users informed about what is going on, through appropriate 
feedback within reasonable time [Nielsen 1994].”

The research in this section identifies information that is important to the programming process, 
and suggests ways that the language and the programming environment can help make this infor-
mation visible, such as by keeping related items close together, by revealing or highlighting 
important items, by avoiding potentially confusing appearances, and by providing immediate 
feedback.
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4-1. Use Signalling to Highlight Important Information

 

Typographic signalling is a secondary notation that uses color or typographic styles to emphasize 
certain ideas or to clarify the organization of the program. Signalling improves comprehension of 
the signalled material, at the expense of non-signalled material. [Fitter 1979] cites the principles 
of 

 

redundant recoding

 

 and 

 

relevance 

 

in good notational schemes: in addition to symbolic infor-
mation there are perceptual cues, thus both perceptual and symbolic characteristics highlight 
important information; but only information that is actually useful to the user is highlighted. 

Many environments automatically signal keywords of the language, even though this may not be 
the most important information that the reader needs [Baecker 1986]. Instead, the environment 
should signal semantically important information, or facilitate the signalling of those items that 
the user feels are important [Gellenbeck 1991a]. Secondary notation should be used to improve 
access to information that is needed but obscured [Green 1990b]. The user should be informed in 
advance about the meaning of the signals. Of course, these signals should be correct and not mis-
leading.

Context of Use: Environment, notation

Justified by: Empirical studies, expert opinion

Examples: Many environments highlight syntactic structures of the language, such as 
keywords.

An intelligent environment could use color to highlight semantic informa-
tion about the program that is less obvious in the syntactic structure, such 
as the bindings of identifiers.

In visual languages, all visible symbols are interpreted by the user as rele-
vant, even if they are incidental [Green 1991].

[Baecker 1986] and [Baecker 1990] describe an elaborate automated sys-
tem that uses graphic design principles to enhance text in C program print-
outs, in an attempt to make them more readable, understandable, appealing, 
memorable and maintainable. This system highlights information that the 
authors judged to be fundamental, such as: the relationships between com-
ments and the code they discuss; certain tokens such as identifiers; the cor-
rect parsing of complex expressions and statements; use of global 
variables, which are a frequent source of errors; and unusual flow of con-
trol. This system improved readability as measured by performance on a 
comprehension test. 

Cross References: 4-2. “Beacons”
4-4. “Beware of Misleading Appearances”
6-3. “Support Secondary Notation”

References: [Baecker 1986, Baecker 1990, Fitter 1979, Gellenbeck 1991a, Green 
1990b, Green 1991]
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4-2. Beacons

 

Beacons are common code fragments that serve to indicate the probable presence of certain high-
level operations [Brooks 1983]. Although few have been identified, they are typically patterns that 
are not extremely common, and it is their infrequent appearance that makes them useful in con-
firming or suggesting a hypothesis about what the code does [Gellenbeck 1991b]. Thus they are 
useful for high-level understanding, but are less useful for detailed tasks like debugging [Wieden-
beck 1986b]. They have been shown to help experts in program comprehension [Boehm-Davis 
1996]. These beacons are so strong that misleading ones can induce false comprehension in 
experts [Wiedenbeck 1989]. However, there is evidence that novices do not make effective use of 
beacons, probably because they have not learned the patterns yet [Gellenbeck 1991b, Wiedenbeck 
1986a, Wiedenbeck 1986b]. This is supported in an analysis of eye movements of programmers, 
which found that experts spend more time viewing meaningful areas of the program while novices 
do not [Crosby 1990]. Even so, using colored cues to mark meaningful sections of code helps 
experts to find bugs in those sections [Gilmore 1988]. Perhaps the environment should highlight 
meaningful areas such as beacons with color or other cues, to draw novices’ attention to them. 
This may also be instructional, because the beacons mark schemata that novices must learn any-
way [Perkins 1986, Samurçay 1989]. 

Context of Use: Environment

Justified by: Empirical studies

Examples: A beacon for sorting is the swapping operation, which exchanges the val-
ues of two variables:

 

     temp := a; 
     a := b; 

     b := temp

 

;

Cross References: 4-1. “Use Signalling to Highlight Important Information”

References: [Boehm-Davis 1996, Brooks 1983, Crosby 1990, Gellenbeck 1991b, 
Gilmore 1988, Perkins 1986, Samurçay 1989, Wiedenbeck 1986a, 
Wiedenbeck 1986b, Wiedenbeck 1989]
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4-3. Locality and Hidden Dependencies

 

Many researchers argue that locality is important in programming: physical proximity should be 
encouraged and remote references should be avoided [Cordy 1992]; strongly-related subcompo-
nents should be kept together, not dispersed [Bonar 1990]; delocalized plans cause difficulty 
[Soloway 1988]; and hidden dependencies and poor visibility reduce understanding [Green 1996]. 
To the extent that information is visible on the screen, working memory limitations are reduced, 
allowing novices to perform better [Anderson 1985, Green 1987]. These observations are to some 
extent opposed to modularity and abstraction, which tend to hide details and make related pieces 
of code more distant from one another [Green 1996]. Part of this problem can be relieved by intel-
ligent use of secondary notation [Green 1990b], or with modern environments that use powerful 
navigation features to make the remote code easily accessible [Goldenson 1991, Miller 1994].

[Lewis 1987] proposes replacing 

 

programming by synthesis

 

 with 

 

programming by modification

 

, 
where a library of examples is provided, from which the programmer chooses an appropriate one 
for a starting point, identifies needed modifications, then modifies it to suit the current need. This 
elevates locality because it is an important factor in understanding the examples.

Context of Use: Environment

Justified by: Empirical studies, expert opinion

Examples: The Turing language attempts to group things physically close to one 
another and avoid remote references where possible. Declarations are not 
distinct from statements or runtime constants. For example, 

 

const temp := x; x := y; y := temp

 

is a valid swap operation at any point in the program, regardless of context 
or the type of values being swapped [Cordy 1992].

In Turing, control structures implicitly create a scope, encouraging locality 
[Cordy 1992].

Pascal programmers frequently forget initialization preconditions while 
coding, requiring them to go back later to insert them [Green 1987]. In con-
trast, this almost never happens in Prolog, where the preconditions are 
located adjacent to the focal line. FPL, a graphical language that is equiva-
lent to Pascal, also seems to eliminate this problem, perhaps because the 
graphical layout prompts the programmer to remember the initialization 
[Cunniff 1989].

Hypercard seriously reduces the visibility of the program text. It takes too 
many steps to make a desired item visible [Green 1990a, Green 1996]. 

Textual languages have hidden dependencies in variables and parameters, 
as well as in side effects of functions. Visual languages such as LabView 
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and Prograph do well at avoiding hidden dependencies at a local level, but 
not so well at a global level. Textual languages usually have better visibility 
than visual languages [Green 1996].

Cross References: 5-5. “Support for Planning”
5-7. “Visual vs. Textual”
5-13. “Modularity and Abstraction”
6-3. “Support Secondary Notation”
8-1. “Minimize Working Memory Load”

References: [Anderson 1985, Bonar 1990, Cordy 1992, Cunniff 1989, Goldenson 1991, 
Green 1990a, Green 1990b, Green 1987, Green 1996, Lewis 1987, Miller 
1994, Soloway 1988]
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4-4. Beware of Misleading Appearances

 

[Fitter 1979] cites a principle of 

 

restriction

 

 in good notational schemes: the syntax prohibits the 
creation of code that could easily be confused with other closely-related forms. A typographical 
error or cognitive slip should result in an invalid program, so that the system can detect the error 
for the user [Green 1996]. If the error results in a valid but incorrect program, the error will not be 
detected until it causes the program to behave in a noticeably incorrect manner. 

One common mistake among novices and experts is misunderstanding the program because its 
formatting invites an incorrect interpretation. For example, if objects look alike, kids expect them 
to behave alike [Smith 1995]. There are two obvious ways to deal with this: 1) the system can 
impose a formatting that is consistent with the true meaning of the code; or 2) the system can try 
to interpret the formatting of the code the same way that the user would. The first solution may 
interfere with allowing secondary notation.

Context of Use: Notation

Justified by: Empirical analysis of frequent novice errors

Examples: Incorrect indentation may lead the user to believe that code is part of a con-
trol structure when it is really outside the control structure [du Boulay 
1989a].

Stray wires in graphical program cause confusion [Green 1991].

Some students expect that all statements in a program, including those 
inside procedures, are executed in the order they appear in a program; oth-
ers think the procedures are executed when they are called 

 

in addition 

 

to 
executing in a top-to-bottom scan [Sleeman 1988]. Some students think 
that all statements in the program must be executed at least once, even 
those that may have been skipped due to branching: that any statements 
which have not yet been executed are executed before the program termi-
nates [Putnam 1989].

Exceptions: Early versions of Fortran are notorious for their rigid column-based nota-
tion, where restriction was extreme. Some apparently harmless errors in 
alignment were flagged as errors, while others resulted in unexpected 
results.

Cross References: 4-1. “Use Signalling to Highlight Important Information”
4-5. “Avoid Subtle Distinctions in Syntax”
6-3. “Support Secondary Notation”

References: [du Boulay 1989a, Fitter 1979, Green 1996, Green 1991, Putnam 1989, 
Sleeman 1988, Smith 1995]
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4-5. Avoid Subtle Distinctions in Syntax

 

Notation should avoid subtle distinctions in syntax which might be overlooked or confused by 
novices. As described above (see “Beware of Misleading Appearances” on page 10), the principle 
of 

 

restriction

 

 advises against the use of syntax that is so similar to other forms that it is easily con-
fused [Fitter 1979]. Novices get confused when there are two different syntaxes to accomplish the 
same effect [Eisenberg 1987]. More planning is required when there are many different legal solu-
tions to a goal, which leads to frequent code changes [Gray 1987]. 

Context of Use: Notation

Justified by: Empirical studies, observation of individual users

Examples: The difference between the quoted string “123” and the numeric value 123 
is a problem [du Boulay 1989a].

Novices have difficulty because Pascal does not permit a comma to be used 
as punctuation in a number. For example: 32,000 is illegal while 32000 is 
legal [Pane 1996].

A common problem in C is the distinction between the assignment operator 

 

=

 

, and the equality operator 

 

==

 

. For example, sometimes the programmer 
will writes 

 

if (a = 0)

 

 instead of 

 

if (a == 0)

 

, which results in an assign-
ment where comparison was desired. Pascal has a similar distinction 
between 

 

:=

 

 for assignment and 

 

=

 

 for equality, but this is not so serious due 
to restriction: syntax prohibits one of them to be used where the other is 
legal. Some systems use a special symbol for assignment to avoid the con-
fusion with equality [Baecker 1986]. As mentioned in “Beware of Mislead-
ing Appearances” on page 10, a typographical error or cognitive slip should 
result in an invalid program, so that the system will detect the error for the 
user [Green 1996]. 

In C, indexing of arrays is done with square brackets, but initialization is 
done with curly braces: 

 

int a[] = {1,2,3};

 

In C, it is very easy to accidentally comment out a large block of code. It is 
not an error to have a missing close-comment delimiter. Instead, the com-
ment continues to the next occurrence of the close-comment delimiter. 
Modern environments use color signalling to make this error visible.

Cross References: 4-4. “Beware of Misleading Appearances”
5-3. “Consistency with External Knowledge”
5-14. “Cognitive Issues”

References: [Baecker 1986, du Boulay 1989a, Eisenberg 1987, Fitter 1979, Gray 1987, 
Green 1996, Pane 1996]



 

12

 

4-6. Support Incremental Running and Testing with Immediate Feedback

 

Immediate feedback aids problem solving [Lewis 1987]. The ability to test partial solutions is an 
important feature for novices and experts alike. Running the program should be encouraged 
because it is a useful debugging strategy [Gugerty 1986b]. When novices adopt a practice of test-
ing their code incrementally, they perform better [Goldenson 1991, Green 1996, Perkins 1986]. 
This has a bigger impact on performance than good error messages in a batch-compiled delayed-
feedback environment [Davis 1993]. These observations can be interpreted as a call for lisp-like 
dynamic languages [Smith 1992], but in fact the environment can provide this feature in tradi-
tional compiled languages such as Pascal [Goldenson 1991]. 

The computational machine should reveal its internal workings, and should do it in terms of the 
language itself [du Boulay 1989b]. A powerful graphical debugger will be used by novices not 
only for debugging, but also as an aid to program comprehension even in the absence of bugs 
[Goldenson 1991]. However, novices must be trained to use these tools effectively [Miller 1994]. 
[Brusilovsky 1994a] points out that an important feature of mini-languages for novices is that they 
be capable of operating in 

 

dialog 

 

mode, where individual commands can be issued by the user and 
are executed immediately with visible feedback. [Clements 1995] lists this as a design principle 
for novice programming environments.

In traditional compiled languages, beginners are also confused by the need to recompile after 
making a change, and the need for their program to be complete before it can be run [du Boulay 
1989a]. The Geo-Logo environment addresses this problem by updating the program’s output as 
soon as code is changed [Clements 1995]. 

Context of Use: Environment, programming paradigm

Justified by: Empirical studies

Examples: Spreadsheets provide immediate feedback, in contrast to other environ-
ments where the programmer must recompile, re-execute, and re-enter data 
in order to test a change. This is an important factor in the success of 
spreadsheets [Lewis 1987, Nardi 1993].

A powerful graphical debugger such as the one in the MacGnome environ-
ments shows live graphical views of the data structures which are continu-
ously updated while the program is running. The debugger attempts to 
display the data in a semantically meaningful way, such as displaying 
records, linked lists, binary trees, and multidimensional arrays in the same 
way they are pictured in textbooks and in the classroom. Recursive proce-
dure calls are also easier to understand because the call stack graphically 
represented in the debugger. These displays facilitate understanding of the 
data structures and the program that manipulates them [Miller 1994, Myers 
1988].

Cross References: 5-12. “Choosing a Paradigm”
10-1. “Support for Testing and Debugging”
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References: [Brusilovsky 1994a, Clements 1995, Davis 1993, du Boulay 1989a, du 
Boulay 1989b, Goldenson 1991, Green 1996, Gugerty 1986b, Lewis 1987, 
Miller 1994, Myers 1988, Nardi 1993, Perkins 1986, Smith 1992]
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5. Match Between System and the Real World

 

“The system should speak the user’s language, with words, phrases, and concepts familiar to the 
user, rather than system-oriented terms. Follow real-world conventions, making information 
appear in a natural and logical order [Nielsen 1994].”

The research in this section investigates the expectations and behaviors that a novice brings to 
programming, such as natural language and knowledge of the real world. It discusses ways that 
the programming system can effectively exploit the expectations and support the behaviors, in 
order to maximize the net positive transfer to programming. Several points are made about com-
mon programming constructs that do not match well with the way users tend to express concepts 
in natural language. In addition, the task-dependent nature of the effectiveness of the program-
ming system is examined. While this section covers consistency between the programming sys-
tem and the outside world, “Consistency and Standards” on page 50 covers internal consistency. 
[Payne 1986] describes a formal method for assessing both of these forms of consistency.
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5-1. Choose an Appropriate Metaphor

 

A metaphor is a familiar analogy for how the programming system works. When the metaphor is 
good, users can infer how the programming system works by referring to their existing knowledge 
and expectations about how the modeled system works; otherwise they might be required to learn 
a collection of rules that seem arbitrary. In order to maximize this transfer of knowledge, the met-
aphor should be based on, and conceptually close to, a concrete real-world system that is widely 
known by the user audience [Smith 1994]. This familiarity requirement is violated by Prolog, 
where misconceptions abound in users’ models of searching, matching, and backtracking [Fung 
1990, Fung 1987, Mendelsohn 1990]. An appropriate concrete model can have a strong positive 
effect on the usability of a programming language [Mayer 1989]. 

Context of Use: Computational metaphor of the language

Justified by: Empirical studies, expert opinion

Examples: Traditional programming languages use a computational model of the von 
Neumann machine, which has no physical world counterpart. Learning this 
computational model is an important stumbling block for novices [du Bou-
lay 1989a, du Boulay 1989b].

The spreadsheet is widely viewed as a successful instance of a program-
ming language that is useful to non-programmers. An important advantage 
of the spreadsheet is that it is based on a metaphor that fits very well with 
the tasks of its audience: page-oriented numerical computation for financial 
or other purposes [Nardi 1993]. Use of spreadsheets requires mastery of 
only two concepts: cells as variables and functions as relations between 
variables. Typically users use fewer than ten functions, including basic 
arithmetic and rounding. It is not necessary to string together low-level 
primitives, allocate memory, name variables, include files, etc. It is a famil-
iar, concrete, visible representation that allows users to feel as though they 
are working directly on the task [Lewis 1987]. Unfortunately, this meta-
phor does not seem to extend well to general-purpose computation.

Logo uses the metaphor of a turtle in a two-dimensional world. Even this 
concrete model has its difficulties. For example, when the turtle is facing 
south, the user’s left is the turtle’s right, and vice versa [Mendelsohn 1990]. 
[Resnick 1994] describes the extension of the Logo metaphor to parallel 
computing. 

Boxer uses a two-dimensional spatial metaphor for the organization of pro-
grams, but is not constrained to a single-level hierarchy of cells as spread-
sheets are. All computational objects are represented in terms of a 
hierarchy of boxes, which can contain data such as text or graphics, or can 
contain behaviors in the form of Logo-like programs. It uses the metaphor 
of a port for accessing the contents of a box from a distant place in space 
[diSessa 1989]. 
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[Brusilovsky 1994a] surveys a collection of mini-languages for novices 
that are based on the metaphor of a robot, and claims that they are intrisi-
cally engaging and visually appealing. One such language that achieved 
widespread usage is Karel the Robot [Pattis 1995].

[Finzer 1993] describes “Programming by Rehearsal”, where the program-
ming process consists of moving “performers” around on “stages” and 
teaching them how to interact by sending “cues” to one another.

Pursuit is a visual shell that uses a comic-strip metaphor to represent pro-
grams [Modugno 1996]. 

Exceptions: Several systems are cited by [Mendelsohn 1990] as moving from the 
abstract toward the concrete: ARK [Smith 1986a]; Boxer [diSessa 1989]; 
ThingLab [Borning 1985]. He concludes that in these concrete systems, 
semantic complexities are not banished, users can not see the plans, and the 
systems have poor visibility and viscosity. 

Cross References: 5-2. “Consistency with Metaphor”
5-11. “Support Direct Manipulation and Definition by Example”

References: [Borning 1985, Brusilovsky 1994a, diSessa 1989, du Boulay 1989a, du 
Boulay 1989b, Finzer 1993, Fung 1990, Fung 1987, Lewis 1987, Mayer 
1989, Mendelsohn 1990, Modugno 1996, Nardi 1993, Pattis 1995, Resnick 
1994, Smith 1994, Smith 1986a]
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5-2. Consistency with Metaphor

 

The language should be consistent with its metaphorical model. It should abide by any sugges-
tions that can be derived from the metaphor. [Halasz 1982] lists three classic problems with meta-
phors: the target domain has features not in the source domain, the source domain has features not 
in the target domain, and some features exist in both domains but work very differently. Novices 
frequently encounter difficulty with the limits of the metaphor or analogy: mistakes arise out of 
attempting to extract too much from it. 

Context of Use: Metaphor and notation

Justified by: Empirical analysis of frequent novice errors

Examples: Novices expect the computer to understand the meaning of a variable based 
on its name. For example, students expect the read statement to select val-
ues based on the names of the variables. With 

 

READLN(odd, even) 

 

and 
the input “2 3”, they expect the computer to read 3 into 

 

odd

 

 and 2 into 

 

even 

 

[Putnam 1989, Sleeman 1988]. 

When a variable is described as a box or a slate, users assume that it can 
hold more than one value at a time like the real-world counterparts. For 
example, students will expect a read statement to accept multiple values 
into the variables being read into. In 

 

READLN(odd, even)

 

 with the input “2 
3 5 10”, students expect the computer to read 3 and 5 into 

 

odd

 

 and 2 and 10 
into 

 

even

 

. When they encounter these multiple-value variables in a subse-
quent conditional statement, students variously think that:
• only the first value is used, 
• the comparison cannot be made, or 
• the program implicitly loops until the values in the variables have been 
consumed [Putnam 1989, Sleeman 1988].

When a variable is described as a box, users sometimes think that a 
sequence such as 

 

a=2

 

 followed by 

 

b=a

 

 means that 

 

a

 

 no longer holds the 
value 

 

2

 

. 

When computers are anthropomorphized, novices tend to expect computers 
to be non-rigid like humans, and thus are not precise in describing a task 
[du Boulay 1989a].

When a program is described as a recipe, novices expect that it is ok to 
leave out certain details, the way “remove egg from its shell” is left out of 
most recipes that use eggs [du Boulay 1989a]. 

Cross References: 5-1. “Choose an Appropriate Metaphor”
5-3. “Consistency with External Knowledge”

References: [du Boulay 1989a, Halasz 1982, Putnam 1989, Sleeman 1988]
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5-3. Consistency with External Knowledge

 

Users bring to the programming task external knowledge that might interfere with correct under-
standing of the language. Most beginner programming errors can be interpreted as incorrect trans-
fers from other representation/processing systems to the computer device [Bonar 1989, Mayer 
1987]. Where their knowledge is lacking, it is common for novices to guess incorrect language 
syntax or semantics; these errors are indicators of transfers from other knowledge domains that 
are not compatible with the programming language [Hoc 1990]. 

Languages often use keywords that are loaded with meaning from natural language, and notation 
that is like math. While the mnemonic value of keywords is useful, it is important to beware of 
what is called the 

 

human interpreter problem

 

, where reading the program in a natural language 
manner leads to an interpretation that is inconsistent with the correct meaning of the program 
[Bonar 1988b, Spohrer 1989a, Spohrer 1986b, Taylor 1990]. Students attribute to the machine the 
reasoning power of an average human [Sleeman 1988]. A large portion of bugs arise from incon-
sistency within the programming language or inconsistency between the programming language 
and the user’s outside knowledge of the world or natural language. [Pea 1986] discusses lan-
guage-independent conceptual bugs which affect the ways in which novices perceive the comput-
ing domain. 

Context of Use: Notation, metaphor

Justified by: Empirical studies, analysis of frequent novice errors, expert opinion

Examples: There is a litany of inconsistencies between mathematical knowledge and 
the use of similar notation in programming languages like Basic, Pascal 
and C. Some examples lie in the use of variables [du Boulay 1989a, Put-
nam 1989]:
• 

 

a=2

 

 and 

 

2=a

 

 are not symmetric in assignment as they are in math;
• math does not use the concept of previous and next values of a variable, 
such as in the assignment statement 

 

a=a+1

 

; 
• math treats the identity of two symbols as permanent for the duration of 
the problem, while it is transient in programming, such as in the assign-
ment statement 

 

a=b

 

;
• math offers no hint about the direction of assignment – whether the value 
of 

 

b

 

 goes into 

 

a

 

 or vice versa – in the assignment statement 

 

a=b

 

; 
• initialization of variables is a concept that is foreign to math or counting.

In math, the symbol “+” can be used as a summation operator with an arbi-
trary number of arguments. In many programming languages, “+” is only a 
binary operator [Hoc 1990]. Notably, spreadsheets do not restrict the addi-
tion to be a binary operator [Lewis 1987].

As mentioned in “Avoid Subtle Distinctions in Syntax” on page 11, Pascal 
does not permit a comma to be used as punctuation in a number [Pane 
1996].
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In natural language, 

 

then

 

 and 

 

and

 

 are often used in the sense of “what 
next”, unlike their use in Pascal or C: “I went to the shop and then I bought 
a paper”; “wash your hands and set the table” [Bonar 1989, du Boulay 
1989a]. 

In Pascal, 

 

Repeat

 

 is used before the item(s) being repeated, but in natural 
language the opposite is usually true [Bonar 1988b, du Boulay 1989a]. 

In Logo, 

 

STOP

 

 causes the flow of control to return from the current proce-
dure to the caller, but kids misinterpret this to mean that execution is halted 
completely [Kurland 1989]. 

One example of how programming does not support the natural way of 
expressing a task is sorting. When users are asked to sort a series of real 
boxes, inserting a box pushes the other boxes to make room. When dealing 
with arrays, this operation must be carried out explicitly by the program-
mer [Hoc 1990].

[Spohrer 1986b] found that many novice bugs occur when the user gener-
ates code in an order that is different than the built-in operator precedence 
in the language. The user expects that the program will execute in the order 
of generation, rather than according to the operator precedence rules of the 
language. This suggests that all operator precedence should be explicit 
rather than implicit. For example, expressions could be automatically 
parenthesized to show their evaluation order.

Cross References: 4-5. “Avoid Subtle Distinctions in Syntax”
5-1. “Choose an Appropriate Metaphor”
5-2. “Consistency with Metaphor”
5-6. “Naturalness of the Programming Language”

References: [Bonar 1989, Bonar 1988b, du Boulay 1989a, Hoc 1990, Kurland 1989, 
Lewis 1987, Mayer 1987, Pane 1996, Pea 1986, Putnam 1989, Sleeman 
1988, Spohrer 1989a, Spohrer 1986b, Taylor 1990]
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5-4. Closeness of Mapping
[Hoc 1990] describes programming as adaption of a plan from a familiar strategy to one that is 
compatible with the computer. This adaption is a refinement process that can lead to the detection 
of incompatibilities between the real-world plan and the computer’s capabilities, or to a program 
solution that is not optimal. Similarly, [Green 1996] describes programming as mapping of opera-
tions in the problem domain into corresponding operations in the program domain. Thus it should 
be helpful to have a closeness of mapping between the task domain and program entities. [Merrill 
1993] proposes as a design principle for all learning environments that the translation process 
from the student’s internal plans to the solution’s external representation be minimized. The 
extent to which the language facilitates this is called the expressiveness of the language [Bell 
1991]. 

Users have difficulty understanding low-level primitives and how to compose them to form high-
level components of a plan [Hoc 1990, Nardi 1993]. This is one of the great cognitive barriers to 
programming [Lewis 1987]. From a psychological point of view, the composition of these primi-
tives into high-level operations is difficult for the following reasons [Lewis 1987]:

• synthesis is inherently hard, because a large number of possible combinations must be 
explored;
• since primitives are unrelated to the task, they are difficult to understand;
• for the same reason it is hard to see what combination of primitives will produce the cor-
rect task-related behavior;
• synthesis must be carried out with little immediate feedback; when feedback becomes 
available it is informative only about the behavior of the big assembly rather than about 
the many little choices that had to be made in putting it together;
• since the fundamental maneuver is replacement of “what is wanted” by “what to do”, 
information about intent is not expressed directly and must be maintained separately, men-
tally or physically; and, 
• it requires plan merging: constructions must be formed that carry out multiple purposes 
simultaneously. 

In addition, in traditional programming languages [Lewis 1987]:
• synthesis results in high viscosity because primitives and rules of combination are com-
plex;
• commonly used primitives enforce the inner world / outer world distinction in which data 
manipulable by the system cannot be manipulated by the user;
• reliance on sequence as the fundamental mode of combination of primitives requires 
users to specify much irrelevant information; and, 
• it takes great care and discipline to make sure the code is comprehensible.

Instead, users should be permitted to formulate the problem using the objects, relationships, and 
processes of the problem domain [Lewis 1987]. [Fitter 1979] cites a principle of revelation in 
good notational schemes: the notation perceptually mimics the solution structure. 

Educators often address these problems by choosing to begin teaching with a small subset of the 
language, and to incrementally expand the subset until the entire language is finally exposed 
[Brusilovsky 1994b]. Sometimes, special programming environments are built around a starting 
subset of the full language. Another approach is to invent a special mini-language for teaching 
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which is not a proper subset of any full language. Usually these provide only the minimal set of 
primitives that are necessary to embody the desired programming concepts, and make all opera-
tions visible as concrete actions on the screen. [Brusilovsky 1994a] surveys a collection of mini-
languages that are used as an introduction to programming (e.g. Karel the Robot [Pattis 1995]). 

A related requirement is to have built-in types and abstractions that are appropriate for the domain 
[Cordy 1992]. [Nardi 1993] points out that successful end-user systems are task-specific and 
empower the user. They lack the power of general purpose programming languages, but also lack 
the steep learning curve. This suggests the creation of a task-specific programming language for 
every task domain, which is incompatible with the desire to make a general-purpose language and 
environment. One approach to this dilemma is to provide high-level, task-specific, user-extensible 
libraries for the desired domains, and to try to eliminate the need for novices to learn a lot of low-
level primitives [Green 1996, Green 1991, Guzdial 1992, Mendelsohn 1990]. 

Context of Use: Notation and environment

Justified by: Observation of individual users.

Examples: Here are two examples of the refinement that is required to adapt a familiar 
strategy or plan to a programming solution: 
• Making room in an array for insertion. The programmer must satisfy pre-
conditions that do not exist in the original situation.
• using “+” as a binary operator, with initialization of an accumulator vari-
able, instead of simply requesting summation. The user must decompose 
elementary actions into even more elementary ones [Hoc 1990, Lewis 
1987].

The spreadsheet has a close mapping to the domain of numerical tables in 
accounting, and the common operations that are performed in that domain.

There is a great distance in mapping the built-in operations of a language 
like Pascal to tasks such as manipulating strings.

[Green 1996] uses cognitive dimensions to identify the following examples 
of closeness of mapping: 
• poor: adding a vector in C or Basic; looping in LabView; success/failure 
in Prograph. 
• good: electronics instrumentation in LabView; persistent variables in 
Prograph; locality of program plans in Prograph and LabView.

[Nardi 1993] claims that Hypercard’s language, HyperTalk, is too much 
like a conventional programming language and not close enough to the 
end-user’s needs.

High-level languages are more expressive than assembly languages. For 
example, it takes fewer statements to implement a loop in a high-level lan-
guage.



22

Exceptions: Even with high-level task-specific components, there is evidence that nov-
ices have difficulty assembling them into programs [Spohrer 1989a]. 

Cross References: 4-1. “Use Signalling to Highlight Important Information”
4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-1. “Choose an Appropriate Metaphor”
5-3. “Consistency with External Knowledge”
5-14. “Cognitive Issues”
6-2. “Viscosity”
9-1. “Principle of Conciseness”

References: [Bell 1991, Brusilovsky 1994a, Brusilovsky 1994b, Cordy 1992, Fitter 
1979, Green 1996, Green 1991, Guzdial 1992, Hoc 1990, Lewis 1987, 
Mendelsohn 1990, Merrill 1993, Nardi 1993, Pattis 1995, Spohrer 1989a]
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5-5. Support for Planning
Some researchers describe expert programming as an opportunistic activity [Green 1990b, Green 
1996]. However, [Ball 1995] claims that experts actually are using sophisticated strategies to 
schedule and prioritize their activities. [Soloway 1984] and [Rist 1995] describe programming as 
the composition of plans or schemas. Plan usage is pervasive among novice programmers, and 
when they lack an appropriate plan they use pre-programming knowledge to fabricate one which 
may be buggy [Bonar 1989]. An additional source of many novice bugs is difficulty with plan 
composition, where the programmer is unable to anticipate all of the interdependencies when 
combining programming plans [Spohrer 1986a, Spohrer 1989a, Spohrer 1989b, Spohrer 1986b]. 
This interleaving of plans should be minimized [Green 1987].

The programming environment should allow programmers to work directly in plan terms [Men-
delsohn 1990, Parker 1987]. Many aspects of program planning are difficult for novices: they do 
not know how to choose key components, they are stumped by a blank screen, and they need a 
process to guide their programming. An environment that assists in this planning process yielded 
improvements in novice program generation [Guzdial 1992]. Universe [Parker 1987], TEd [Orm-
erod 1996], and Bridge [Bonar 1987, Bonar 1990, Bonar 1988a] are similar systems. Bridge pro-
vides an intermediate representation for plans that avoids dispersing them: icons that fit together 
like jigsaw puzzles, with smaller icons for values and constants. [Corbett 1995] describes a tutor-
ing environment where students are required to explicitly state subgoals, which most environ-
ments leave implicit. An empirical study showed that students reached mastery more quickly in 
this environment. Similarly, the GIL Lisp tutoring environment encourages users to make explicit 
explanations and predictions of ordinarily implicit behaviors and states, allows access to internal 
states that would otherwise be invisible, and has an on-screen representation of the structure of 
partial solutions to help students track their solution process [Merrill 1993, Merrill 1992, Reiser 
1992]. These features lead to superior performance in both textual and diagrammatic program-
ming environments [Merrill 1994].

Developing a suite of idioms, or plans, for solving small-scale goals are one of the important diffi-
culties for novice programmers [du Boulay 1989a]. Selection of an appropriate plan from the suite 
is difficult [Scholtz 1993]. These skills should be taught explicitly [Perkins 1989], and required 
parts of a plan should be prompted by the syntax (e.g. initialization) [Green 1987]. 

The Prolog community introduced the concept of programming techniques, which are a small set 
of meta-plans that are language-dependent but domain-independent [Brna 1991]. [Bowles 1994] 
and [Ormerod 1996] describe systems that use techniques as a framework to support program 
editing, analyzing novice errors, in tracing and debugging, and in teaching programming skills.

Context of Use: Environment

Justified by: Empirical studies, expert opinion

Cross References: 5-3. “Consistency with External Knowledge”
5-4. “Closeness of Mapping”



24

References: [Ball 1995, Bonar 1987, Bonar 1990, Bonar 1989, Bonar 1988a, Bowles 
1994, Brna 1991, Corbett 1995, du Boulay 1989a, Green 1990b, Green 
1987, Green 1996, Guzdial 1992, Mendelsohn 1990, Merrill 1993, Merrill 
1994, Merrill 1992, Ormerod 1996, Parker 1987, Perkins 1989, Reiser 
1992, Rist 1995, Scholtz 1993, Soloway 1984, Spohrer 1986a, Spohrer 
1989a, Spohrer 1989b, Spohrer 1986b]
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5-6. Naturalness of the Programming Language
[Ledgard 1980] observed that natural language is better than a notational editing language for text 
editing, but [Curtis 1988] found that a textual pseudocode and graphical flowcharts were both bet-
ter than natural language in program comprehension. When novices get stuck in their program-
ming task, they rely on natural-language plans that they acquired before exposure to programming 
[Bonar 1989]. When the natural language plan is not compatible with the programming language, 
a bug will result. Several studies have found that when non-programmers are asked to write step-
by-step informal natural language procedures, many different people use the same phrases to indi-
cate looping structures and other standard programming tasks [Biermann 1983, Bonar 1986, 
Miller 1981]. Furthermore, students confuse phrases in natural language with the English key-
words of a language like Pascal, and thus write their code as if it has the semantics of natural lan-
guage [Bonar 1988b].

[Miller 1981] finds that nonprogrammers omit many actions from natural language problem solu-
tions, thus relying on a human-like interpreter to fill in the missing details. For example, they use 
fewer control structures in written instructions than are required in actual program solutions. 
However, [Galotti 1985] was able to elicit nonprogrammers to use more control instructions by 
describing the instructee as a naive alien. One possible explanation is that novices use rules of 
cooperative conversation (see [Grice 1975]), expecting the computer to possess a modicum of 
common sense, and thus don't state the obvious. However, even when control structures are 
present, [Galotti 1985] found that instructions about iteration, or about what to do if a test condi-
tion is not met, are often vague or unspecified.

[Nardi 1993] points out serious problems with attempts to model programming languages after 
natural languages: the computer and programmer do not have the shared context that is present in 
human-human conversation, and it is not obvious where the limits of the computer’s understand-
ing are. Indeed there will be such limits as long as artificial intelligence has not been achieved. 

However, novices are capable of learning and using programming languages that are not based on 
natural language, as long as they are task-specific and high-level [Nardi 1993]. Even these should 
support the ways that people naturally express problem solutions [Hoc 1983, Miller 1981]. When 
given a choice of programming methods to accomplish a task (e.g. sorting), novices tend to use 
the method they would use by hand, even if it is more complicated than another method [Hoc 
1990, Nyuyen-Xuan 1987].

Context of Use: Notation

Justified by: Empirical studies and observations of individual users

Examples: Many novice bugs are caused by a confusion of the correct choice of AND or 
OR in combining boolean tests. An example of this problem is when the 
programmer is checking for valid input from a menu of choices. Often nov-
ices will code if (ch <> 'a') OR (ch <> 'b') OR (ch <> 'c') , when 
the correct logical connector is AND. This problem appears to result from 
users’ lack of an operational understanding of DeMorgan’s Laws of logical 
identity, which describe the way the negation interacts with AND and OR 
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in propositions. Since the english language treats this situation informally 
(“if the choice is not a, b, or c”), the confusion is not unexpected [Spohrer 
1986a, Spohrer 1986b].

One way to avoid the above problem in Pascal is to use a set, where 
if (ch <> 'a') AND (ch <> 'b') AND (ch <> 'c')  becomes 
if NOT ( ch IN  ['a', 'b', 'c']). But there are two things to note 
about this syntax. First, the most natural way to express this in English (“if 
the character is not in the set...”) leads novices to misplace the NOT, coding 
the expression illegally as if ( ch NOT IN  ['a', 'b', 'c']).  Second, 
even when the NOT is positioned correctly in the expression, parenthesis are 
required for it to be evaluated correctly; such issues of operator precedence 
rarely surface in natural language.

Another confusion is that programming languages often use OR for inclu-
sive-or, while natural languages use the word for exclusive-or.

Cross References: 5-3. “Consistency with External Knowledge”
5-4. “Closeness of Mapping”
5-5. “Support for Planning”

References: [Biermann 1983, Bonar 1986, Bonar 1989, Bonar 1988b, Curtis 1988, 
Galotti 1985, Grice 1975, Hoc 1983, Hoc 1990, Ledgard 1980, Miller 
1981, Nardi 1993, Nyuyen-Xuan 1987, Spohrer 1986a, Spohrer 1986b]
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5-7. Visual vs. Textual
[Myers 1990] presents a taxonomy of visual programming languages. There is a widespread ten-
dency to expect visual languages to be superior to text for novice programming. [Green 1991] 
calls this graphical superlativism, and cites the following claims in favor of visual languages over 
textual languages: two-dimensional visual perception is more natural and efficient than reading 
text; it is easier to get an overview of program structure in visual systems; it is easier to read a 
visual program because purely syntactic devices are reduced; the number of variable names is 
reduced in visual programs; in visual systems, relationships between components are expressed 
by lines rather than symbols, making it easier to follow the routes; iconic representation of com-
ponents may be easier to discriminate and recognize than textual names and symbolically-
expressed relationships; extra information is conveyed by the spatial layout of the visual program 
(secondary notation). [Blackwell 1996] is a comprehensive survey of these claims from the visual 
programming literature. If the claims are true, the benefits may be particularly strong for nov-
ices.In a comparison of text-based and visual rapid-prototyping tools on a simple programming 
task, novice performance was closer to that of experts with the visual tools [Hasan 1996]. In Pur-
suit, a visual language based on a comic-strip metaphor was shown to be more effective than an 
equivalent textual language for novice generation of shell script programs [Modugno 1996]. 

Graphical superlativism was supported in [Cunniff 1987], where novices were able to recognize 
certain simple structures and to hand-execute short program segments more quickly and more 
accurately in a graphical language than in an equivalent textual language. However, there is a con-
siderable amount of research indicating that graphical superlativism does not hold in larger more 
complex programs or for “deprogramming” tasks, where the novice must derive high-level goals 
and plans from the program text in order to fully understand and extend the program. 

Diagrammatic notations are good only for certain purposes [Gilmore 1984]. [Green 1991] claims 
that formalisms based on control flow are linear with exceptions, so they are easily represented in 
a textual language; while formalisms based on data flow may be more appropriately represented 
in a visual language. However, [Curtis 1988] found that a flowchart representation was superior to 
textual pseudocode when the task involved tracing flow of control, but not for discerning high-
level relationships. If there is any advantage of flowcharts over text it is at the detailed level, rather 
than at the overview level [Green 1992]. This may be because flowcharts are poor for modularity 
[Green 1990a]. There is little advantage in using flowcharts for supplementary documentation, 
although they are useful when they display knowledge that is difficult to extract from the program 
text [Shneiderman 1986, Shneiderman 1977]. [Atwood 1978] found that a textual program design 
language was better than a flowchart. Overall, graphical programs take longer to understand than 
textual ones [Green 1992, Green 1991]. [Moher 1993] compared program comprehension in 
graphical vs. textual representations and found that graphics were no better than text and some-
times considerably worse. 

Flowcharts are of little help in debugging. They help to trace execution flow and localize the area 
where the bug is located, but are insufficient to identify the actual bug [Brooke 1980a, Brooke 
1980b]. 

Visual languages are not more natural than text [Nardi 1993]. Most visual languages have high 
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viscosity – they require a lot of effort in layout rearrangement when making changes; and they 
impose an extra burden on the user to guess ahead so that they format the program nicely and 
avoid future rearrangement [Green 1996]. Another problem with visual languages is their ineffi-
cient use of screen space [Nardi 1993]. 

[Nardi 1993] points out that spreadsheets are based on a textual language, and yet are very suc-
cessful. However, spreadsheet programmers make use of visual imagery in planning manipula-
tions, implying that mental images of program layout are an important resource [Saariluoma 
1994].

Context of Use: Notation, environment

Justified by: Empirical studies, observations of individual users, expert opinion

Examples: KidSim is a programming environment that attempts to be completely 
visual [Smith 1994]. It allows the user to construct “simulations” of agents 
in a two-dimensional grid. This was motivated by results in an earlier sys-
tem named Playground [Fenton 1989], where children had great difficulty 
with a scripting language, even though a structure editor was provided to 
assist with syntactic correctness. However, in empirical tests of KidSim, 
the authors found that text was helpful in some situations. For example, 
adding the text “and if” at the beginning of each conditional expression 
made rules easier to understand [Cypher 1995]. While KidSim’s mostly-
visual approach appears to be productive in this limited domain, it is not at 
all clear that a useful general purpose programming environment could be 
completely visual.

In visual languages, the graphics must be well-designed and recognizable 
[Green 1991].

Flow of data is very difficult to perceive in standard textual languages, but 
data flow languages make this information easily accessible [Green 1990a].

Cross References: 5-8. “Effectiveness of Notation is Task Dependent”
6-1. “Avoid Requiring Premature Commitment”
6-2. “Viscosity”
6-3. “Support Secondary Notation”

References: [Atwood 1978, Blackwell 1996, Brooke 1980a, Brooke 1980b, Cunniff 
1987, Curtis 1988, Cypher 1995, Fenton 1989, Gilmore 1984, Green 
1990a, Green 1992, Green 1996, Green 1991, Hasan 1996, Modugno 1996, 
Moher 1993, Myers 1990, Nardi 1993, Saariluoma 1994, Shneiderman 
1986, Shneiderman 1977, Smith 1994]
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5-8. Effectiveness of Notation is Task Dependent
[Green 1992] describes the match-mismatch phenomenon, where different notations are better 
depending on the task. Performance is best when the structure of information sought matches the 
structure of the notation, and mismatch leads to poor performance. There are several examples of 
this in “Visual vs. Textual” on page 27. However, this effect may be diminished by other factors 
such as prior experience and the programmer’s dominant mental representation of the program 
[Good 1996]. While these analyses are based on program understanding, rather than program gen-
eration, there is a substantial amount of parsing and understanding during the coding process. For 
example, [Green 1987] proposes a model of programming where, due to working memory limita-
tions, the programmer forgets some parts of the program that are already written, and is forced to 
parse them in order to recover their details. That research found that the parsing problem is more 
severe in Basic and Prolog than in Pascal. The task-dependent effectiveness of notation suggests 
that a programming environment that supports multiple (e.g. visual and textual) representations of 
the program might be a fruitful endeavor.

Context of Use: Notation, environment

Justified by: Empirical studies

Examples: Traditional structured languages with nested conditionals support forward 
analysis of sequence information, e.g. “given these inputs, what is the 
result”. Declarative languages support backward analysis of circumstantial 
information, e.g. “given this output, what must the inputs have been” 
[Green 1992].

Features that facilitate the parsing task may work contrary to the code gen-
eration task. For example, the features that make Pascal easier to parse into 
plan structures may be the very features that inhibit linear generation of 
code. In many other notations it seems easier to develop code than to 
recover its meaning [Green 1990b].

Examples: 5-4. “Closeness of Mapping”
5-5. “Support for Planning”
5-7. “Visual vs. Textual”
8-1. “Minimize Working Memory Load”

References: [Good 1996, Green 1990b, Green 1987, Green 1992]
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5-9. Control Structures
One area difference between spreadsheets and many other programming languages is control 
structures. The lack of control structures in spreadsheets is an advantage [Nardi 1993]. [Lewis 
1987] also points this out, and claims that spreadsheets are the model of the future because they 
allow the learner to suppress the inner world of programming, the world of variable declarations, 
loops, and I/O. Relationships among variables can be set up declaratively, and the system will 
maintain consistency. [Wandke 1988] cites a dramatic increase in cognitive effort when using con-
trol structures, leading to a reluctance to define macros for repetitive tasks even if it would dra-
matically reduce the number of keystrokes required to perform a task. 

[Rogalski 1990] found that:
• high-level control structures are more difficult to express than the “goto” or “jump” style 
of control, but the latter is more difficult for managing complex control flow correctly; 
• control structures that use positive alternatives present fewer difficulties than negative 
ones (e.g. repeat until X  is easier to understand than while not X , especially if X is a 
compound expression); 
• difficulty increases with depth of nesting; and 
• students with a better background in math learn new control structures faster. 

[Sime 1977a] and [Sime 1977b] confirm that high-level control structures help the novice to man-
age flow of control, and also found that a structure editor assisted novices in generating correct 
nested control structures.

Many novice errors with control structures can actually be attributed to misconception of vari-
ables. Describing a variable as a name or an address is the first step toward fixing this, although a 
more complex model is required when variables occur in iterative or recursive programs in imper-
ative languages: the variable is no longer an address with a value, but needs to be seen as a func-
tion of execution, or a sequence of values [Samurçay 1989].

Indeed, most introductory programming textbooks focus a great deal of attention on the use and 
understanding of control structures, suggesting that details about how control structures work is 
an area of great difficulty for novices. However, in a study of high-frequency bugs, [Spohrer 
1986a, Spohrer 1989a, Spohrer 1986b] found that only about one-third of bugs arise from novice 
misunderstandings of control structures. [Arblaster 1979] found that any type of structure is better 
than no structure at all, and that hierarchical structuring is not better than other types of structur-
ing. 

Context of Use: Notation

Justified by: Empirical studies, observations of individual users

Examples: With IF statements, students make the following errors [Putnam 1989, 
Sleeman 1988]: 
• expect the program to halt with an error if the condition on the IF state-
ment is false and there is no ELSE clause; 
• expect both the THEN and ELSE clauses to be executed; 
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• expect the THEN clause to execute whether or not the condition is true;
• treat a statement after an ELSE-less IF statement as though it is the ELSE 
clause.

Exceptions: Prolog is an attempt at suppressing the inner world of programming, and is 
notoriously difficult for novices.

Cross References: 5-3. “Consistency with External Knowledge”
5-4. “Closeness of Mapping”
5-6. “Naturalness of the Programming Language”
5-10. “Loop and Recursion Control Structures”

References: [Arblaster 1979, Lewis 1987, Nardi 1993, Putnam 1989, Rogalski 1990, 
Samurçay 1989, Sime 1977a, Sime 1977b, Sleeman 1988, Spohrer 1986a, 
Spohrer 1989a, Spohrer 1986b, Wandke 1988]
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5-10. Loop and Recursion Control Structures
A common area of difficulty for novices is looping. Part of this can be attributed to an inability to 
generalize, which is evidenced by a tendency for novices to make a list of repeated instructions 
instead of coding a loop [Hoc 1989, Onorato 1986], or to an inability to develop an adequate men-
tal model of the looping structure [Kessler 1989, Pirolli 1985]. Sometimes the bugs in novices’ 
mental models are subtle and difficult to detect [Kahney 1989]. However, a large part of the diffi-
culty of loops may be overcome by designing the looping control structure(s) carefully. 

Pascal provides a while  loop, where the looping condition is checked at the top of the loop (top-
exit); and a repeat  loop, where the looping condition is checked at the bottom (bottom-exit). 
Other possibilities are: a loop that can exit from a check in the middle of the loop (middle-exit); or 
a loop that exits from anywhere as soon as the condition fails (daemon-exit). In describing a plan, 
novices use a bottom-exit strategy when it seems easier, but then revert to a middle-exit strategy 
for all other situations [Wu 1991]. [Rogalski 1990] reinforces this with the finding that the top-
exit strategy is more difficult than the bottom-exit strategy, hypothesizing that novices have diffi-
culty representing and expressing a condition about an object that they have not yet operated on. 
Pascal does not provide a middle-exit loop control structure, so novices are forced to adapt their 
middle-exit plan to a while or repeat loop when they write the code; causing performance to suf-
fer. [Soloway 1989] found that providing a middle-exit control structure would increase accuracy 
and would not interfere with program readability. 

Construction and expression of the loop invariant is an important component of an iterative plan. 
But, in spontaneous verbal plans novices tend to base their models of loops on representing a suc-
cession of actions, rather than on representing the invariant relationships among variables. Even 
when asked explicitly, novices have difficulty specifying a loop invariant. Also, novices tend to 
use different names at each step of the iteration to label the same functional variable, and they do 
not spontaneously elaborate an exit condition [Rogalski 1990]. 

Beginners tend to use an iterative model for recursion. This model is compatible with tail-recur-
sion, but fails in the more general case [Kurland 1989, Rogalski 1990]. For this reason, [Rogalski 
1990] recommends that recursion be taught before iteration. 

However, in a more detailed scrutiny of novice models of recursion, [Kahney 1989] found that 
while a large number of novices (> 50%) appear to have a iterative model, in fact most of them 
actually have no consistent model at all. [Kessler 1989] analyzed transfer between iteration and 
recursion, and found positive transfer from iteration to recursion, but no transfer from recursion to 
iteration. They conclude by recommending that iteration be taught before recursion.

Context of Use: Notation

Justified by: Empirical studies, observations of individual users

Examples: Many students expect a while loop to terminate as soon as its condition 
fails (daemon-exit) rather than waiting until the condition is tested at the 
“top of the loop” [Bonar 1989, Sleeman 1988].
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Students often make the following errors related to loops [Putnam 1989, 
Sleeman 1988]: 
• interpret a statement that is adjacent to (after) a loop as though it is con-
tained within it; 
• execute only the last statement inside a loop multiple times; 
• attribute looping behavior to a begin-end block;
• believe that a variable holds more than one value and thus treat a condi-
tional statement as a loop;
• believe that the for-loop control variable does not have a value inside the 
loop, or that it is acceptable to change its value inside the loop; and,
• interpreted the range of values on the for-loop control variable as a con-
straint on the values of a different variable inside the loop.

Cross References: 5-3. “Consistency with External Knowledge”
5-4. “Closeness of Mapping”
5-5. “Support for Planning”
5-6. “Naturalness of the Programming Language”
5-8. “Effectiveness of Notation is Task Dependent”
5-9. “Control Structures”

References: [Bonar 1989, Hoc 1989, Kahney 1989, Kessler 1989, Kurland 1989, 
Onorato 1986, Pirolli 1985, Putnam 1989, Rogalski 1990, Sleeman 1988, 
Soloway 1989, Wu 1991]
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5-11. Support Direct Manipulation and Definition by Example
Some languages, such as cT [Sherwood 1988], and Turing [Cordy 1992] permit the user to inter-
actively define the objects that will be manipulated by the program, and then to embed them 
directly in the program. In textual languages, this saves a lot of effort because writing a program 
to define these objects would be tedious [Lewis 1987]. Hypercard and Visual Basic invert the pro-
cess, by having the programmer sketch the graphics and then attach programs to the graphics 
[Green 1990a]. However, when these methods are used, there is often a serious problem with the 
distinction between use and mention of the object (see examples below) [Smith 1992]. This dis-
tinction should be avoided [Lewis 1987, Smith 1992]. One way to achieve this is by modeling the 
system after the physical world, with the following implications: “a) [the system] must have 
object-oriented semantics, so that objects can directly present their own state and behavior, b) it 
must be dynamic, allowing incremental changes from the interface, c) it must be visual, so that all 
capabilities of the language are present in the interface, and d) it must avoid enforcing any kind of 
[distinction between use and mention of the object] [Smith 1992].”

Context of Use: Notation, environment and metaphor

Justified by: Expert opinion

Examples: The distinction between use and mention can be seen by considering a but-
ton in a direct-manipulation interface. Pressing the button is a use – it 
causes the button to perform its action. However, when moving or resizing 
the button, clicking on it should not perform the action – this is mention. 
Often handles are provided for mention tasks, but this provides only one 
level – you can use the handles but you can not mention them [Smith 
1992].

In BASIC, the distinction between use and mention comes up in PRINT 

“Q:”; Q , where first the name of the variable is printed, then its value. Stu-
dents misinterpret “Q:”  as [Putnam 1989]: 
• a comment that is not executed;
• the same as the unquoted use of the variable; or, 
• referring to the very first value that was ever stored in the variable.

Cross References: 5-12. “Choosing a Paradigm”

References: [Cordy 1992, Green 1990a, Lewis 1987, Putnam 1989, Sherwood 1988, 
Smith 1992]
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5-12. Choosing a Paradigm
Most of the research in this report studies the classical imperative paradigm of computing where 
the user is in control of a single thread of execution. There are many other programming para-
digms, including object-oriented, event-based, functional, programming by demonstration, graph-
ical rewrite rules, autonomous agents, data flow, production system or rule-based programming, 
logic programming, parallel programming, etc. Some of these paradigms have achieved wide-
spread use in research and professional software development communities. In other cases, only 
experimental systems have been developed to test a paradigm or a mixture of several paradigms. 
From a usability point of view, there is much room for investigation of this area, to determine the 
strengths and weaknesses of the various paradigms, and how the best features of multiple para-
digms might be mixed into an effective novice programming system. Also, when introducing a 
new paradigm to people with some programming experience, there is a risk of negative transfer 
from the prior paradigm [Mendelsohn 1990, Siddiqi 1996, Wiedenbeck 1996].

Object oriented programming is widely advocated as a paradigm for quickly building programs 
from reusable components. However, this idea, when carried too far, has been found to have a det-
rimental impact on performance. Object oriented programming may have benefits for up to three 
levels of class hierarchy, but deeper hierarchies have been found to be difficult to work with [Daly 
1996]. A cognitive phenomena called conceptual entropy may be the root cause of this problem 
[Dvorak 1994]. Object-oriented design is not necessarily a “natural” design method. Programmers 
have difficulty deciding which logical entities should be represented as objects and which as 
attributes of the objects [Détienne 1990]. Perhaps careful construction of the programming envi-
ronment could assist users with these problems and limit the use of object-oriented programming 
to situations where it will be helpful.

Multiple inheritance may have additional advantages over single-inheritance object-oriented pro-
gramming, but surveys of experienced programmers reveal mixed opinions. Some argue that it 
produces a more complex design, is more difficult to test, is more difficult to reuse, and is easy to 
abuse; while others argue that it produces a more appropriate design, and facilitates reuse and 
maintenance. There is little doubt that it adds complexity. An additional concern is that multiple 
inheritance is often implemented where it is inappropriate, resulting in object-oriented software 
that is more complex than is necessary. This leads to a recommendation to use multiple inherit-
ance only where there is a strong case for using it [Daly 1995a, Daly 1995b].

Viewing procedures as “object-like entities” offers semantic power and syntactic elegance, but 
novice programmers view them with few “object-like” properties [Eisenberg 1987]. The authors 
suggest ways to improve instruction and the environment to overcome this. Note that this object-
oriented view of procedures in a functional language is different than pure objects in object-ori-
ented programming languages. [Rist 1996] describes the procedures in a functional language as 
encapsulations of goals with their plans; and points out that this encapsulation is orthogonal to the 
encapsulation of data with operations in an object-oriented language. Further, he states that goals 
and plans are not well captured in an object-oriented language.

Context of Use: Environment

Justified by: Empirical studies, informal observation of users, expert opinion.
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Examples: KidSim [Cypher 1995, Smith 1995] uses graphical rewrite rules and pro-
gramming by demonstration to provide an end-user programming system 
for symbolic simulations of agents in a two-dimensional grid. In KidSim, 
user testing revealed that arbitrarily deep hierarchies caused difficulties for 
children, so a one-level simple inheritance scheme was adopted [Smith 
1994].

AgentSheets is a paradigm that consists of a large number of autonomous 
communicating agents organized in a grid [Repenning 1993]. This spatial 
metaphor supports the problem solving process, which includes creating 
and changing external representations of the problem as well as exploring 
problem spaces [Repenning 1994]. 

ToonTalk uses video-game animation in a city populated by robots as the 
means of creating and viewing programs [Kahn 1996]. It uses program-
ming by example, but instead of automatic induction or learning, requires 
the user to introduce generality by removing details from the example.

LiveWorld is a programming environment based on rule-like agents that 
are responsive to their environment [Travers 1994]. It uses a novel object 
system that makes computational objects, such as behavioral rules, con-
crete and accessible like graphical objects.

ShopTalk enhances direct manipulation with natural language text, in order 
to overcome some of the limitations of direct manipulation in specifying 
objects and actions [Cohen 1989]. 

Cross References: 5-1. “Choose an Appropriate Metaphor”
5-3. “Consistency with External Knowledge”
5-5. “Support for Planning”
5-7. “Visual vs. Textual”
5-11. “Support Direct Manipulation and Definition by Example”
8-1. “Minimize Working Memory Load”

References: [Cohen 1989, Cypher 1995, Daly 1996, Daly 1995a, Daly 1995b, Détienne 
1990, Dvorak 1994, Eisenberg 1987, Kahn 1996, Mendelsohn 1990, 
Repenning 1993, Repenning 1994, Rist 1996, Siddiqi 1996, Smith 1995, 
Smith 1994, Travers 1994, Wiedenbeck 1996]
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5-13. Modularity and Abstraction
Abstraction of functionality into modules is a powerful programming concept. It can promote 
information hiding, reduce the amount of code that must be understood in detail, and provide a 
suite of primitives that can be composed to implement new functionality. When programmers 
understand code at an abstract level they are more likely to reuse that code in other appropriate 
places, and that reuse is more likely to be by invoking the code (making a procedure call), which 
is a more efficient form of reuse than making a copy of the code in the new context [Hoadley 
1996]. But novices are not ready to use the abstraction tools which are emphasized by modern 
languages [Mendelsohn 1990].

Modular programming is often taught through a discipline known as top-down design, where the 
program is first described at an abstract, high level, then refined into a modular hierarchy [Wirth 
1983]. However, hierarchically designed programs are not always easy to develop and compre-
hend [Curtis 1989, Perkins 1989]. Top-down strategies are difficult for novices because their 
spontaneous strategies or plans are based on concrete mental execution; action-oriented rather 
than object-oriented [Rogalski 1990]. And, taking modularity and abstraction to the extreme can 
interfere with locality and visibility (see “Locality and Hidden Dependencies” on page 8) [Green 
1996]. One problem with comprehension of modular programs is that novices do not yet have the 
expert strategy of reading a program in a top-down, order-of-execution manner – instead they read 
the program like a book [Gellenbeck 1991b, Jeffries 1982, Wiedenbeck 1986b]. Novices focus on 
the very literal and concrete, rather than the abstract, hierarchical, general view used by experts 
[Onorato 1986]. An environment that helps the novice to read and understand the program in a 
modular fashion and to identify meaningful sections may alleviate this problem. Novices using 
such an environment is described make very effective use of modularity [Miller 1994].

A modular program can be modified faster than an equivalent non-modular program when at least 
one of the following conditions hold [Korson 1986]: 

• modularity has been used to promote information hiding, which localizes changes; 
• existing modules provide a suite of useful generic functions that can be composed to 
implement new functionality; or, 
• the modification requires an extensive understanding and modification of the existing 
code. 

However, modularity did not help in other cases, such as adding a new feature to a program.

Another kind of abstract thinking that is difficult for novices is writing a general solution to a 
problem rather than a solution that is specific to the situation (e.g. a program that sorts a list). This 
requires students to make a shift from value processing to variable processing; and to elaborate 
some of the control decisions that are not consciously made in solving a specific problem [Hoc 
1990]. Also, a lack of abstraction is evident in the tendency of novices to code loops as sequential 
actions, unrolled [Hoc 1989]. Examples and analogies play an important role in learning and 
understanding, and explanations help learners to generalize the examples [Lewis 1987]. 

Context of Use: Environment, notation, and instruction

Justified by: Empirical studies, observations of users, expert opinion.
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Examples: The programming environment can support modularity and reduce its neg-
ative attributes by providing multiple views, such as call graph, outline, and 
class hierarchy views [Miller 1994, Roberts 1988].

Spreadsheets do not support modularity and abstraction very well. Abstrac-
tion is presented at a fixed level and hierarchical representations are not 
supported [Lewis 1987]. 

KidSim uses programming by demonstration to address the concrete vs. 
general abstraction problem. It allows users to create an abstract rule by 
demonstrating what that rule should do in a specific (concrete) situation. 
The system then automatically generalizes the specific rule into a more 
abstract one [Cypher 1995].

Cross References: 4-3. “Locality and Hidden Dependencies”
5-3. “Consistency with External Knowledge”
5-5. “Support for Planning”
5-6. “Naturalness of the Programming Language”

References: [Curtis 1989, Cypher 1995, Gellenbeck 1991b, Green 1996, Hoadley 1996, 
Hoc 1989, Hoc 1990, Jeffries 1982, Korson 1986, Lewis 1987, 
Mendelsohn 1990, Miller 1994, Onorato 1986, Perkins 1989, Roberts 
1988, Rogalski 1990, Wiedenbeck 1986b, Wirth 1983]
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5-14. Cognitive Issues
There are several findings about cognitive aspects of programming which should be kept in mind.

Context of Use: Environment, notation and instruction

Justified by: Empirical studies, observations of individual users, expert opinion.

Examples: Meta-cognitive strategies are used to select an operation when several dif-
ferent ones could be applied. They play an important role in effective pro-
gramming. Users may benefit if the system either suggests a particular 
strategy or plan, or minimizes the number of situations where an operation 
must be selected from among multiple choices [Bell 1991]. However, the 
latter suggestion may conflict, for example, with a desire to support multi-
ple looping strategies. As mentioned above (see “Avoid Subtle Distinctions 
in Syntax” on page 11), more planning is required when there are many 
different legal solutions to a problem [Gray 1987]. When more planning is 
required, it is more likely to cause backtracking, where the programmer is 
taken away from the progressive activity of coding. The programming envi-
ronment could use an expert system to guide the novice in this decision 
making [Návrat 1993, Návrat 1996].

Experts are more likely than novices to develop complex high-level repre-
sentations of the program. This happens a top-down fashion when looking 
at large units and fitting large pieces together, and in a bottom-up fashion 
when identifying chunks of code and deducing how they fit into the goal 
hierarchy [Boehm-Davis 1996]. Anything that the environment can do to 
assist novices in forming high-level representations may be helpful.

As mentioned above (see “Closeness of Mapping” on page 20), an abun-
dance of low-level primitives is one of the great cognitive barriers to pro-
gramming [Lewis 1987].

Another great difficulty of programming is that it is much more precision-
intensive than other subjects [Perkins 1988].

Students do not spontaneously develop general problem-solving skills from 
programming experiences (transfer effect) [Olson 1987]. There is only 
weak evidence that programming is a medium that creates new ways of 
dealing with existing knowledge, and no evidence that through program-
ming practice, children develop cognitive skills that are identifiable and 
transferable to other situations such as: analogical and temporal reasoning, 
mathematical operations, planning of action, error correction, and develop-
ment of logical and spatial operations [Mendelsohn 1990]. Many studies of 
children using LOGO confirm this absence of transfer [Dalby 1985, Nick-
erson 1985, Pea 1984, Perkins 1985]. However, when a skill is explicitly 
taught in the framework of programming with an emphasis on transfer, 
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transfer to other domains (e.g. debugging skills, expository writing, spatial 
cognition skills, planning) can occur [Carver 1988, Carver 1987, Golden-
son 1996, Lee 1993, Lehrer 1988, Mayer 1987]. In addition to acquiring 
the programming skill, the student must also recognize the relevance of the 
acquired knowledge to the new domain [Fay 1988]. Successful demonstra-
tions of transfer result from effective teacher mediation rather than simply 
exposure to programming [Clements 1993, Mayer 1988].

Users who are averse to risk are more successful in structure editor based 
programming environments, where syntax errors are not possible [Neal 
1987]. 

Acquiring the syntax of a language is difficult for children. The cognitive 
demands of getting the syntax right thus interfere with the task of getting 
the semantics right. This phenomenon has been observed in other domains 
such as writing. Systems that attempt to relieve the syntactic burden on the 
student, such as a flexible language syntax or a structure editor, should per-
mit the student to devote more resources to the semantics of the program-
ming task [Fay 1988].

Although computer programming is often characterized as a set of non-
interacting subtasks (e.g. specification, design, planning, coding, testing, 
debugging, documenting, etc.), in practice there are substantial interactions 
among them. “This is a fundamental feature of programming [that arises] 
from the cognitive characteristics of the subtasks [and] the high uncertainty 
in programming environments... [Pennington 1990].”

Knowledge and problem-solving strategies work together in programming. 
Fragile knowledge (partial, hard to access, or misused) can be compensated 
by effective strategies. Exploratory use of the language and other elemen-
tary problem solving strategies should be explicitly taught [Perkins 1986]. 
In a course that helped students to form a clear mental model of the com-
puter, provided them with heuristics to helm the conceptualize and orga-
nize the elements of the programming language, and equipped them with 
problem solving tools and strategies, students performed better that a con-
trol group that did not use these techniques [Perkins 1988].

Cross References: 4-5. “Avoid Subtle Distinctions in Syntax”
4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-4. “Closeness of Mapping”
5-5. “Support for Planning”
5-9. “Control Structures”
5-10. “Loop and Recursion Control Structures”
5-13. “Modularity and Abstraction”
8-1. “Minimize Working Memory Load”
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References: [Bell 1991, Boehm-Davis 1996, Carver 1988, Carver 1987, Clements 1993, 
Dalby 1985, Fay 1988, Goldenson 1996, Gray 1987, Lee 1993, Lehrer 
1988, Lewis 1987, Mayer 1988, Mayer 1987, Mendelsohn 1990, Návrat 
1993, Návrat 1996, Neal 1987, Nickerson 1985, Olson 1987, Pea 1984, 
Pennington 1990, Perkins 1985, Perkins 1986, Perkins 1988]
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5-15. Instructional Design
Here are some educational observations that can be used to guide the design of the environment.

Context of Use: Instruction

Justified by: Empirical studies, observations of individual users, expert opinion

References: [Davis 1993] presents a model of learning to program where students 
develop a system of rules (some incorrect) about programming, and apply 
them either consistently or intermittently. An effective intervention may be 
to encourage students to reflect on their rules and relate them to feedback 
received from the computer. The environment could be built to support this 
reflective phase of knowledge acquisition.

One of the areas of difficulty for novices is orientation to programming: 
finding out what programming is for, what problems can be tackled, and 
what the advantages are. Another is coming to terms with the duality of the 
computer as the manager of program creation vs. the machine executing 
the program. The latter problem is exacerbated by early examples that print 
text to the screen, where the output of the program looks almost exactly 
like the program itself [du Boulay 1989a]. Perhaps better examples could 
be chosen. 

[du Boulay 1989a] also points out that another crucial concept that is 
confusing for novices is the computer’s rigidity, which can be confused by 
the way the computer is described (see “Consistency with Metaphor” on 
page 17 for more details). 

Teachers should [Hoc 1990]: 
• design situations that require learners to solve programs in a general way, 
rather than specific to a particular situation; 
• be aware of the kinds of real-world solutions that students may attempt to 
transfer to the programming task, so that they may be reinforced or 
suppressed as appropriate; and, 
• provide direct, immediate feedback about the way that the learner adapts 
the real-world plan to the programming situation.

[Papert 1980] uses computing as a medium, a support for elaborating 
environments in which the child constructs his/her own knowledge. 
Discovery and exploration are emphasized over a structured curriculum. 
[Heller 1986] investigated the difference between a structured Logo 
curriculum and a experiential Logo learning environment, and found that 
the structured environment is better for obtaining thorough knowledge in a 
limited time, while the experiential environment is better for a broadly 
framed “growth experience”. [Littlefield 1988] confirmed that a structured 
approach was better than an unstructured approach for language mastery, 
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and also found that a mediated-teaching approach produced mastery levels 
equivalent to the structured approached. However, the mediated approach 
resulted in superior performance on near-transfer tasks than the structure 
approach, which in turn was superior to the unstructured approach. 

Cross References: 4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-2. “Consistency with Metaphor”
5-3. “Consistency with External Knowledge”
5-5. “Support for Planning”
5-14. “Cognitive Issues”

References: [Davis 1993, du Boulay 1989a, Heller 1986, Hoc 1990, Littlefield 1988, 
Papert 1980]
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6. User Control and Freedom
“Users often choose system functions by mistake and will need a clearly marked “emergency 
exit” to leave the unwanted state without having to go through an extended dialog. Support undo 
and redo [Nielsen 1994].”

The research in this section extends the above interpretation of “user control and freedom” to 
include issues of flexibility in the programming system. Giving control and freedom to users will 
make it easier for them to accomplish the programming task in their own ways.
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6-1. Avoid Requiring Premature Commitment
A modern view of programming, where programs are developed in an exploratory, opportunistic, 
incremental fashion, requires that the programming system allow programmers to postpone deci-
sions until they are ready for them. The system should avoid situations where correct generation 
of a piece of code requires subsequent pieces to be known. For example, tidy layout in some 
graphical programming languages requires the user to anticipate the space requirements of parts 
of the program that are not yet written [Green 1990b, Green 1987, Green 1996]. 

Context of Use: Environment, notation

Justified by: Informal observation of users, expert opinion

Examples: Early in the code generation task, structure editors are good at reducing the 
problem of premature commitment, because they allow the programmer to 
leave holes where details can be filled in later [Green 1996]. However, later 
in the programming task, when modification is more prevalent than genera-
tion of new code, structure editors can make it difficult to back out of an 
earlier choice, thus exhibiting premature commitment [Green 1990b]. 
Structure editors that permit editing the program textually as well as struc-
turally can avoid the latter problem (e.g. electric-C mode in Emacs, or the 
MacGnome structure editors [Miller 1994]).

[Green 1996] uses cognitive dimensions to identify the following examples 
of premature commitment: 
• Text based languages require premature commitment at the structural 
level – they encourage development of the program in a linear order by 
adding text at the growing tip, rather than leaving holes to be filled in later. 
• Visual languages are less demanding about development order, but as 
mentioned above they require guess-ahead at the layout level – without 
careful lookahead, layout will become messy and is difficult to correct. 

Cross References: 4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-5. “Support for Planning”
5-7. “Visual vs. Textual”

References: [Green 1990b, Green 1987, Green 1996, Miller 1994]
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6-2. Viscosity
Viscosity is a measure of how much effort is required to make a small change to the program 
[Green 1996]. The final text of a program rarely corresponds to the order it was generated; there-
fore revision is intrinsic in programming [Davies 1996]. [Fitter 1979] cites a principle of revis-
ability in good notational schemes: a system should make it easy to revise existing code in a 
program. Independent of other factors, it is desirable to minimize viscosity. As mentioned above 
(see “Avoid Requiring Premature Commitment” on page 45), a modern view of programming, 
where programs are developed in an exploratory, opportunistic, incremental fashion, requires that 
the programming system allow easy additions or changes to existing code [Green 1990b, Green 
1996]. 

As mentioned above (see “Locality and Hidden Dependencies” on page 8), [Lewis 1987] pro-
poses replacing programming by synthesis with programming by modification, where a library of 
examples is provided from which the programmer chooses an appropriate one for a starting point, 
identifies needed modifications, then modifies it to suit the current need. This emphasis on modifi-
cation of existing code elevates viscosity as an important factor. However, [Nardi 1993] claims 
that programming by modification is not any more natural than other approaches to programming. 

Context of Use: Notation

Justified by: Empirical studies, observation of individual users

Examples: Visual programming languages have a high viscosity. [Green 1996] mea-
sured an order of magnitude increase in time to make a small change in the 
LabView visual programming language than in a textual language. In order 
for the programmer to preserve readability, LabView required many 
“enabling” steps before the goal could be addressed.

Adding a line of code to a Basic program may require many lines to be 
renumbered, resulting in high viscosity.

Sometimes a small change to a program has a domino effect, requiring 
many additional non-local changes. In object-oriented programming there 
is less of this cascading of changes, resulting in reduced viscosity [Green 
1990b].

Spreadsheets have low viscosity: changes to a part are not constrained by 
other parts [Lewis 1987]. However, they are difficult to redesign when 
attempting to adapt another user’s spreadsheet to one’s own task.

Cross References: 4-3. “Locality and Hidden Dependencies”
4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-7. “Visual vs. Textual”
5-12. “Choosing a Paradigm”
6-1. “Avoid Requiring Premature Commitment”
6-3. “Support Secondary Notation”
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References: [Davies 1996, Fitter 1979, Green 1990b, Green 1987, Green 1996, Lewis 
1987, Nardi 1993]
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6-3. Support Secondary Notation
Secondary notation is information that is embedded in the program text that is not part of the syn-
tactic structure that is meaningful to the system [Petre 1992]. There is a huge amount of important 
information that is not actually part of the program [Berlin 1993, Green 1995]. Experts use com-
ments, white space, and typography to carry semantic domain knowledge about the program, and 
at least some of these benefit novices too [Gilmore 1986, Payne 1984, Riecken 1991]. The most 
common kind of secondary notation in textual languages is spatial layout through indentation and 
alignment [Gellenbeck 1991a]. However, the effect of spatial layout is less important than a good 
choice of notation [Curtis 1988]. Spreadsheet users make use of visual imagery in planning 
manipulations, implying that mental images of layout is important [Saariluoma 1994]. 

Indentation is the principle means of spatial representation in Pascal and other textual languages 
[Cunniff 1987]. When used consistently, indentation has been shown to improve comprehension 
[Cunniff 1989, Kesler 1984, Miara 1983, Vessey 1984]. Note that when indentation is used cor-
rectly and consistently, it is redundant with curly braces in C [Baecker 1986]. However, indenta-
tion can interfere with locality by breaking up semantic units in favor of syntactic units 
[Shneiderman 1986]. Color can supplement indentation in assisting the user to understand control 
flow [Van Laar 1989]. 

Textual languages allow a substantial amount of secondary notation, while visual languages 
obscure attempts to use grouping as a secondary notation [Green 1996]. As mentioned above (see 
“Use Signalling to Highlight Important Information” on page 6), secondary notation should be 
used to improve access to information that is needed but obscured [Green 1990b]. The value of 
secondary notation implies that the environment must facilitate it, by allowing the user flexibility 
on these details, and perhaps by explicitly supporting the recommendations in [Gellenbeck 
1991a]: modules should be preceded by 1-3 lines of preview statements; and module names 
should be short, mnemonic, derived from the preview statement, and begin with a verb. 

Context of Use: Notation and environment

Justified by: Empirical studies, expert opinion

Examples: Comments, white space, and typography are examples of secondary nota-
tion that should be supported in the programming system.

Meaningful variable names aid comprehension [Gellenbeck 1991b].

In a study using graphical programs, novices were not able to extract the 
information in secondary notation that would have assisted their compre-
hension [Green 1991]. Training is required in order for them to exploit sec-
ondary notation. 

Python uses indentation for lexical scoping, eliminating the redundant use 
of braces or begin-blocks [Watters 1995]. 
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Cross References: 4-1. “Use Signalling to Highlight Important Information”
4-3. “Locality and Hidden Dependencies”
5-5. “Support for Planning”
5-7. “Visual vs. Textual”
5-9. “Control Structures”
5-10. “Loop and Recursion Control Structures”
5-15. “Instructional Design”
6-1. “Avoid Requiring Premature Commitment”

May conflict with objectives of 4-4. “Beware of Misleading Appearances”

References: [Baecker 1986, Berlin 1993, Cunniff 1987, Cunniff 1989, Curtis 1988, 
Gellenbeck 1991a, Gellenbeck 1991b, Gilmore 1986, Green 1990b, Green 
1995, Green 1996, Green 1991, Kesler 1984, Miara 1983, Payne 1984, 
Petre 1992, Riecken 1991, Saariluoma 1994, Shneiderman 1986, Van Laar 
1989, Vessey 1984, Watters 1995]
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7. Consistency and Standards
“Users should not have to wonder whether different words, situations, or actions mean the same 
thing. Follow platform conventions [Nielsen 1994].”

The research in this section investigates internal consistency of the programming language. Con-
sistency with the outside world is discussed in the section “Match Between System and the Real 
World” beginning on page 14. As mentioned there, [Payne 1986] describes a formal method for 
assessing both kinds of consistency.
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7-1. Consistency in Notation
The language should be self-consistent, and its rules should be uniform [du Boulay 1989b]. It 
should abide by any suggestions that can be derived from other places in the language, so that 
learners can infer one part of the language from another part [Green 1996]. It should minimize 
exceptions so that generalization of rules results in correct notation [du Boulay 1989a]. Condi-
tionals with extra cues help both novices and experts [Sime 1977c]. As mentioned above (see 
“Avoid Subtle Distinctions in Syntax” on page 11), novices get confused when there are two dif-
ferent syntaxes to accomplish the same effect [Eisenberg 1987].

The meanings of keywords should be context independent. Novices are less likely than experts to 
organize language keywords in a meaningful way. Instead, they tend to focus on surface features 
[McKeithen 1981]. This argues against gratuitous re-use of the same keyword for different con-
cepts.

Context of Use: Notation

Justified by: Empirical studies, analysis of frequent novice errors, expert opinion

Examples: Syntactic consistency can be enforced by having all control structure take 
the form X ... end X  [Cordy 1992].

The following are some examples of violations of consistency in notation:

In the Pascal language, all procedures end with semi-colon except the very 
last one which ends with a period, all statements end with a semicolon 
unless preceding an else  or until  statement, and lists of parameters are 
separated by semicolons in the declaration of a procedure and by commas 
in the call to the procedure.

In C, there are three different kinds of braces used in various situations: {} , 
() , and [] . They are not interchangeable, and sometimes they are mixed in 
an inconsistent way (see “Avoid Subtle Distinctions in Syntax” on 
page 11).

Pascal is not syntactically consistent in its control structures. Most of them 
terminate with end , but the repeat  statement does not.

Many novice bugs arise out of inconsistency in the way the language treats 
different data types [Spohrer 1986b]. For example, white space is treated 
differently when reading into a numeric variable than it is when reading 
into a character variable [Spohrer 1986a].

The keyword static  in C++ has many different meanings depending on 
context. 
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Exceptions: Even when a language embraces consistency, students may not appreciate 
it. For example, in LISP the rules for evaluation are consistent, yet students 
adopt a series of special-case rules for certain control structures such as 
cond .

Cross References: 4-4. “Beware of Misleading Appearances”
4-5. “Avoid Subtle Distinctions in Syntax”
5-2. “Consistency with Metaphor”
5-3. “Consistency with External Knowledge”

References: [Cordy 1992, du Boulay 1989a, du Boulay 1989b, Eisenberg 1987, Green 
1996, McKeithen 1981, Sime 1977c, Spohrer 1986a, Spohrer 1986b]
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8. Recognition Rather Than Recall
“Make objects, actions, and options visible. The user should not have to remember information 
from one part of the dialogue to another. Instructions for use of the system should be visible or 
easily retrievable whenever appropriate [Nielsen 1994].”

This section addresses the memory demands of programming. 
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8-1. Minimize Working Memory Load
Working memory limitations account for a large part of the inferior performance of novice pro-
grammers [Anderson 1985]. While experts are good at utilizing external memory to relieve their 
memory load, novices rely extensively on working memory. This indicates that for novices it is 
important that the environment minimize memory load, since they do not have the fallback of 
externalization [Davies 1993, Davies 1996]. TEd addresses this problem by maintaining a visual 
record of all edits [Ormerod 1996]. It is claimed that this supports display-based problem solving 
because it acts as an external repository of important programming knowledge, and it cues the 
programmer to focus on unsatisfied goals.

Context of Use: General

Justified by: Empirical studies

Examples: Neither visual programming languages nor textual languages are good at 
supporting “display-based” problem solving, where the system’s display is 
used as a memory aid, reducing demands on working memory [Green 
1996].

Cross References: 5-7. “Visual vs. Textual”
6-1. “Avoid Requiring Premature Commitment”

References: [Anderson 1985, Davies 1993, Davies 1996, Green 1996, Ormerod 1996]
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9. Aesthetic and Minimalist Design
“Dialogues should not contain information which is irrelevant or rarely needed. Every extra unit 
of information in a dialogue competes with the relevant units of information and diminishes their 
relative visibility [Nielsen 1994].”

The research in this section investigates conciseness.



56

9-1. Principle of Conciseness
[Cordy 1992] describes a principle of conciseness, which argues against redundant symbols such 
as program preambles, punctuation, and explicit declaration of variables and their types. Elimina-
tion of punctuation addresses a problem with the misplaced use of syntax which is described 
above (see “Avoid Subtle Distinctions in Syntax” on page 11). But if, for example, punctuation is 
replaced with line breaks as a statement separator, the problem of wrapping long lines must be 
handled sensibly.

Another aspect of conciseness is to allow optional information, with intelligent defaults [Cordy 
1992]. Programming system should be flexible in allowing the user to elide undesired details and 
just fill in the obvious details, to stop requiring exact truth and instead allow an executable “cogni-
tive approximation” to the solution [Lewis 1987]. 

However, conciseness can be subverted by a desire for elegance or parsimony of primitives. This 
can lead to absurdities. For example, early versions of Prolog did subtraction by inverse addition 
[Green 1990a]. [Mendelsohn 1990] cautions not to take economy and elegance as virtues in their 
own right: these are misplaced in designing languages for novices. “In looking for ever more 
abstracted ways to express behavior, modern languages have excised most clues to goal and pur-
pose that are essential to novice understanding [Bonar 1990].” Novice programmers are more ver-
bose than expert programmers in describing tasks to computers or to humans [Onorato 1986]. 
Thus experts have the edge in conciseness and preciseness. 

Context of Use: Notation

Justified by: Empirical studies, expert opinion

Examples: The type of a variable could be inferred from its initialization, eliminating 
the necessity to declare its type.

Pascal has a large program preamble that only contributes one meaningful 
piece of information, the name of the program, “p”:
Program p (input,output);

APL takes conciseness to the extreme, at the expense of an excessive num-
ber of cryptic primitives. But, as mentioned above (see “Closeness of Map-
ping” on page 20), an abundance of primitives is problematic [Lewis 
1987].

HyperTalk is a compromise, because optional syntax allows the same 
expression to be expressed concisely or verbosely, depending on the pro-
grammer’s preference. However, as mentioned above (see “Avoid Subtle 
Distinctions in Syntax” on page 11), more planning is required when there 
are many different legal solutions to a problem [Gray 1987]. 

Exceptions: Conciseness should be balanced with the findings of [Sime 1977c] that 
more verbose control structures help both beginners and novices to manage 
flow of control.



57

Cross References: “Use Signalling to Highlight Important Information” on page 6
4-5. “Avoid Subtle Distinctions in Syntax”
5-3. “Consistency with External Knowledge”
5-4. “Closeness of Mapping”

References: [Bonar 1990, Cordy 1992, Gray 1987, Green 1990a, Lewis 1987, 
Mendelsohn 1990, Onorato 1986, Sime 1977c]
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10. Help Users Recognize, Diagnose, and Recover from Errors
“Error messages should be expressed in plain language (no codes), precisely indicate the problem, 
and constructively suggest a solution [Nielsen 1994].”

The research in this section investigates some common kinds of bugs and ways that the system 
can help the user identify and fix them.
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10-1. Support for Testing and Debugging
Testing and debugging are areas of difficulty for novices [du Boulay 1989a]. As mentioned above 
(see “Support Incremental Running and Testing with Immediate Feedback” on page 12), [du Bou-
lay 1989b] claims that the computational machine should reveal its internal workings in terms of 
the language itself. This can be interpreted as a call for a source-level debugger and tracer with 
data visualization. [Mendelsohn 1990], and [Eisenstadt 1989] describe such systems for Prolog, 
and [Miller 1994] describes one for Pascal. 

Research by [Gugerty 1986a, Gugerty 1986b, Kessler 1986, Nanja 1987] observed that novices 
tend to add new bugs to the program while debugging. This suggests that the environment should 
provide a checkpointing feature, or a selective undo feature, to help the user recover from these 
errors. 

A survey of experienced programmers found that the most common root cause of bugs was mem-
ory getting clobbered or used up [Eisenstadt 1993]. Anything the environment can do to prevent 
or detect these problems would be helpful, especially since this kind of bug is more difficult to 
detect because often there is chasm – a distance in time and code proximity – between the cause 
and the effect of the bug. That survey also found that using a debugger and instrumenting the code 
with print statements were much more common than code-reading in expert debugging, suggest-
ing that a good debugger is essential. 

However, novices who are able to program do not automatically gain debugging skills in the pro-
cess of learning to program, suggesting that it would be useful for debugging strategies to be 
taught or for the environment to be proactive in suggesting strategies. 

Context of Use: Environment

Justified by: Empirical studies, observations of individual users, expert opinion

Examples: Spreadsheets do not support debugging very well. The underlying formulas 
are not revealed unless explicitly made visible, so only one cell can be 
examined at a time; and variables are usually labelled with their cell loca-
tion rather than a meaningful or mnemonic name.

Many novice bugs are caused by boundary or fence-post problems, such as:
• off-by-one bugs; 
• not permitting the value zero where it should be permitted, or permitting 
it where it should not be permitted; 
• the decision whether a boundary value should be handled as a special case 
or by one of the conditions that it divides;
• confusion between the number of values in a range and the highest value 
in a range:
• drawing incorrect parallels between constructs that have different bound-
ary values, such as hours ranging from 1..12, but minutes ranging from 
0..59 rather than 1..60. 
To the extent that the environment can help to clarify these confusions, 
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novice productivity should be enhanced [Spohrer 1986a, Spohrer 1986b].

A major source of bugs is failure to guard against illegal or missing data 
[Cunniff 1989].

Students sometimes interpret the assignment statement A:=B  as a swap 
operation, a print statement, a no-op, or a boolean comparison operation 
[Sleeman 1988].

Cross References: 4-3. “Locality and Hidden Dependencies”
4-6. “Support Incremental Running and Testing with Immediate Feedback”
5-15. “Instructional Design”

References: [Cunniff 1989, du Boulay 1989a, du Boulay 1989b, Eisenstadt 1993, 
Eisenstadt 1989, Gugerty 1986a, Gugerty 1986b, Kessler 1986, 
Mendelsohn 1990, Miller 1994, Nanja 1987, Sleeman 1988, Spohrer 
1986a, Spohrer 1986b]



61

11. Help and Documentation
“Even though it is better if the system can be used without documentation, it may be necessary to 
provide help and documentation. Any such information should be easy to search, focused on the 
user’s task, list concrete steps to be carried out, and not be too large [Nielsen 1994].”

The research in this section investigates a kind of documentation called guiding knowledge.
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11-1. Provide Guiding Knowledge
Guiding knowledge is a brief document that describes everything a naive user needs to know 
about the system [Bell 1994]. It describes the metaphor, explains general concepts of the system 
and its use, and contains advice about how to go about solving problems. Examples and analogies 
play an important role in understanding [Lewis 1987]. Users will have difficulty if there are hid-
den assumptions, if there is any necessary information missing from the guiding knowledge, if the 
guiding knowledge is not consistent with itself or the system’s metaphorical model, or if the guid-
ing knowledge does not convince the user that the recommended plans will work. However, it is 
desirable for the guiding knowledge to be brief, because it is the initial hurdle to using the system. 
This argues for a good metaphor, because it will be easily explained and consistent, so that the 
guiding knowledge can be brief.

Context of Use: Documentation and metaphor

Justified by: Based on the programming walkthrough method for assessing the program-
ming language designs [Bell 1994], which in turn was based on the cogni-
tive walkthrough method for evaluating user interfaces [Lewis 1990, 
Polson 1992].

Examples: The Macintosh introduced the mouse, menus, icons, and windows in a 
direct-manipulation graphical user interface. Despite the fact that most new 
users were learning a radically new system, the guiding knowledge was 
remarkably small: a thin manual and a short online guided tour.

When the guiding knowledge suggests a plan for solving a particular prob-
lem, but does not convince the user that this plan will work, users appar-
ently believe that they do not understand the guiding knowledge, and begin 
searching for alternative plans that are “better”. This may be related to 
meta-cognitive strategies (see “Cognitive Issues” on page 39).

Examples: 5-1. “Choose an Appropriate Metaphor”
5-5. “Support for Planning”
5-14. “Cognitive Issues”

References: [Bell 1994, Lewis 1987, Lewis 1990, Polson 1992]
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12. Conclusions
This report attempts to organize the existing research about novice programmers in a way that will 
facilitate its use in guiding the design of new programming systems. The authors welcome com-
ments and additions to this material. 

There are a number of questions that are not addressed by the research we were able to find. For 
example:

• How does verbosity affect novice programming effectiveness? Are languages like Hyper-
Talk, with optional extra words that enhance natural-language readability, more effective 
than terse languages, and what new problems do they exhibit? 
• What are the relative strengths and weaknesses of the various paradigms of program-
ming, such as the event-driven model?
• To what extent can careful design of the programming environment solve many of the 
problems that have been identified in this report?

We hope that future research will address these questions.

In addition to the results summarized here, there are general Human-Computer Interaction (HCI) 
principles that apply to all computer systems, including programming systems (e.g., [Macaulay 
1995, Nielsen 1994, Tognazzini 1992]). Designers of programming systems should consider these 
general HCI principles as well as the issues that are directly related to programming.
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